Application-based QoE support with P4 and
OpenFlow

Divyashri Bhat*T, Jason Anderson’, Paul Ruthf, Michael Zink* and Kate Keahey§
University of Massachusetts Amherst*, University of Chicago!, RENCH, Argonne National Labs §
*dbhat,zink @ecs.umass.edu, fjasonanderson@uchicago.edu, *pruth@renci.org, $keahey @mcs.anl.gov,

Abstract—Although Software-Defined Wide Area Networks
(SD-WANs) are now widely deployed in several production
networks, they are largely restricted to traffic engineering ap-
proaches based on layer 4 (L4) of the network protocol stack.
Such approaches result in improved Quality-of-Service (QoS)
of the network overall without necessarily focussing on the
requirements of a specific application. However, the emergence
of application protocols such as QUIC and HTTP/2 needs an in-
vestigation of layer 5-based (L5) approaches in order to improve
users’ Quality-of-Experience (QoE). In this paper, we leverage
the capabilities of flexible, P4-based switches that incorporate
protocol-independent packet processing in order to intelligently
route traffic based on application headers. We use Adaptive Bit
Rate (ABR) video streaming as an example to show how such
an approach can not only provide flexible traffic management
but also improve application QoE. Our evaluation consists of an
actual deployment in a research testbed, Chameleon, where we
leverage the benefits of fast paths in order to retransmit video
segments in higher qualities. Further, we analyze real-world ABR
streaming sessions from a large-scale CDN and show that our
approach can successfully maximize QoE for all users in the
dataset.

I. INTRODUCTION

While application protocols such as HTTP have evolved to
provide reduced latency and efficient use of network resources
[1], traffic engineering paradigms using Software Defined
Networking (SDN) have simultaneously emerged to provide
better Quality-of-Service (QoS) through flexible routing and
centralized network management. Several large-scale produc-
tion Content Distribution Networks (CDNs) such as Google
[2] have implemented Software-Defined Wide Area Networks
(SD-WAN:Ss) to efficiently perform application-aware routing
at the peering edge. Cisco [3], predicts that downstream
application traffic will account for 82% of all Internet traffic
by 2021. Moreover, the same report predicts that SD-WAN
traffic will account for 25% of all WAN traffic by 2021.

On the application layer, HTTP/2 incorporates several im-
provements over its predecessor, HTTP/1, which include a)
multiplexing several streams into one TCP connection, b)
server-push approaches, where content is delivered to a client
without explicitly requesting it, and c¢) header compression
for reduced latency. These improvements, particularly stream
multiplexing, were devised to reduce page load time such
that download requests for embedded objects such as images,
video, etc., in a web page can be issued simultaneously
(instead of sequentially). Similarly, the QUIC [4] protocol was
introduced as a transport layer candidate for HTTP/2 with one
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Fig. 1: Example scenario for retransmissions. The QoE of this
streaming session can be improved if, e.g., segments 3, 8, 13,
and 14 are retransmitted in higher quality, assuming they arrive
before their scheduled playout.

basic difference: QUIC is based on UDP and can thus, be used
to implement flexible congestion control as well. As protocols
become more versatile to support high-bandwidth applications
such as Adaptive Bit-Rate (ABR) video streaming, Augmented
Reality (AR) and Virtual Reality (VR) applications, network
architectures need to adapt in order to meet the demands of
such applications worldwide. More recently, the introduction
of flexible switch architectures such as [5] have paved the way
for line-rate processing of application-layer headers [6]. Our
architecture investigates application-based QoS in centrally
controlled networks. In particular, this work leverages the
capability of protocol-independent packet processors (P4) [5]
at the edge of the network to define a custom fixed-length
application header and further, translate this into a Q-in-Q
(802.1ad) tag [7] for the core network in order to perform
QoS routing/provisioning.

The remainder of this paper provides a background of
applications such as video streaming that can benefit from our
approach in Sect. II. A detailed description of our architecture
is given in Sect. III, followed by our Chameleon testbed setup
description in Sect. IV. We then present an evaluation of our
prototype in Sect. V followed by the Conclusion in Sect. VI.

II. BACKGROUND

While we envision that several applications today can
benefit from application header-based traffic engineering using
P4, in this work we target popular applications such as video
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Fig. 9: Analysis from a real-world trace show projected QoE improvements with the use of ABR segment retransmissions.

performing retransmissions using tRAST PATHwhenever
necessary, since this is a natural by-product of closing gaps.

Although we present relative improvements to QoE with tth]
use of P4 software switches to perform application header-
based traf c engineering, it is important to note that their
performance is CPU-bound and not I/O bound. It is, there-
fore, recommended to consider software switches only fgs]
prototyping systems and implement hardware switches such
as Barefoot's To no [13] in production networks.

V1. CONCLUSION {Q

In this work, we show how exible switches at the edge can
be used to translate application layer header information into
link layer headers to differentially route distinct qualities of
ABR video segments in order to improve the average qualitﬂf’]
bitrate of a HTTP/2-based video streaming application. We
performed evaluations in a geographically distributed testbét)]
Chameleon, using open source orchestration and visualization
tools. Our results show that application header-based trafg)
engineering techniques can vastly improve users' QoOE. In
order to conduct large-scale performance evaluations of QoE
improvements for P4-based traf c engineering approaches, qu)
future work will focus on using hardware switches that process

L5 headers at line-rate speeds. [13]
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